2.2 Example

**谱卷积神经网络 Spectral Convolutional Neural Networks (Spectral CNN)**

谱卷积神经网络【3】假设滤波器 是一组可学习的参数。考虑将公式 (2.18) 替换为参数对角矩阵 ，于是得到的卷积层可表示为

其中

这里 是一个激活函数， 是待优化参数。若考虑多通道的输入输出，则记 ，这里 是卷积层索引， 表示节点表示的通道数， 表示第 层卷积层的第 个卷积通道。其中：

于是多通道的Spectral CNN的图卷积层为

Spectral CNN所面临的问题：

·每一次前向传播都需要计算 三者的乘积，计算复杂度达 ；

·卷积核是全局的，并非有Spatial Localization性质；

·单个卷积通道就需要个参数，计算代价巨大。

**局部连接的谱卷积神经网络 GCN with fast localized spectral filtering**

为了解决 (2.24) 中Spectral GCN不具有局部感知的缺点，【4】提出了一种该网络的改进，其用 逼近 (2.21) 中 ，这里的上标 表示特征值的次幂，于是单个卷积操作为

其中

这里

为了简化计算，考虑

故

其中 是待优化参数。该卷积核的多通道卷积层的表示与（2.24）类似。

如此设计的卷积核的优点为

·卷积核只有 个参数，在较大的图中，往往 ，参数的复杂度较低。

·不需要进行特征分解，只需要使用L做变换。

·具有Spatial localization， 就是卷积核的Receptive Field，每次卷积只会将中心顶点  
的K-hop neighbor上的feature进行加权求和，权系数是。

//

**关于Spatial Localization的说明**

常见的Laplacian有 以下三种形式

1. : Combinatorial Laplacian;

. : Symmetric normalized Laplacian;

3. : Random walk normalized Laplacian.

这里的D为度对角矩阵， 为邻接矩阵。对于无向图来说 ，其行或列表示对应节点与其他节点的连接情况，同时注意到 为非负对角矩阵，于是考虑矩阵乘积

向量 中某一节点信息将只与其本身和邻居节点的表示有关。进一步地，考虑

这里的 只整合了 中相应节点及其一阶（1-hop neighbor）邻居的信息，于是也包含了图信号 中二阶邻居节点的信息（2-hop neighbor）。

以此类推，则可以证明式（2.28）恰好整合了其 阶邻居的信息，亦可以称该卷积核拥有一个大小为 的感受野。另外应该注意到 时，，此时卷积核只对相对应的节点做线性映射。

//

**Chebyshev Spectral CNN（ChebNet）利用切比雪夫多项式简化Spectral GCN**

利用Chebyshev多项式来逼近卷积核是谱卷积网络中一种被广泛应用的方法。其具体原理是通过Chebyshev多项式逼近（2.24）中的滤波器即

其中 为 阶切比雪夫多项式，这里 ，；  
 为Re-Scaled的特征值对角阵，该式将 取值范围限制在。

//

**限制取值的解释**

考虑第一类Chebyshev多项式的**解析形式**：

因为 的存在，需要限制自变量的取值范围。

//

根据（2.30）卷积核的形式，图信号 与滤波器的卷积操作应记为

进一步考虑（2.28）中的简化计算的操作，记 ，得到

上述变形归纳法可证，进而

与（2.28）相同的，这里将特征值矩阵与特征向量矩阵重新合并为拉普拉斯矩阵避免了繁杂的特征分解，其Spatial Localization的性质也与前者一致。

**图卷积网络 举例1**

文章【5】中的GCN引入了ChebNet的一阶近似，即假设 且 ，其将ChebNet的卷积公式简化为：

为了限制参数这里假设了 ，一个与之等价的形式为：

而其多通道的输入输出的扩展形式，即多通道卷积层为

其中，；，这里参数中每一个元素应为一个大小为 的相同值的列向量；为激活函数。另外，经验上来说，使用会导致模型的数值不稳定，于是文章应用了一个归一化技巧

其中 ，。

从空间的角度来看，GCN可以被认为是聚合来自节点领域的特征信息，因此上述等式有等价表示：

**图卷积网络 举例2**

【6】，二阶简化的ChebNet**（待补2.1： 整不动了）**

二阶简化的ChebNet，其卷积层表示为

其中 ， 是 的Degree Matrix。

**Adaptive Graph Convolutional Network (AGCN) 自适应图卷积网络**

【7】

自适应图卷积网络(AGCN)通过图的邻接矩阵学习未知的隐藏结构关系。它通过一个以两个节点的特征为输入的可学习的距离函数来构造一个所谓的残差图邻接矩阵。

**Dual Graph Convolutional Network (DGCN) 对偶图卷积网络**

【8】

对偶图卷积网络引入了一种对偶图卷积结构，具有两个并行的图卷积层。虽然这两层共享参数，但它们使用归一化邻接矩阵 和正点互信息 (PPMI) 矩阵，